SOURCE AND ACCURACY STATEMENT
SURVEY OF INCOME AND PROGRAM PARTICIPATION (SIPP)
1986 AND 1987 PANELS

SQURCE OF DATA

The data were collected in the 1986 and 1987 panels of the Survey of income and Program Participation (SIPP). The
SIPP universe is the noninstitutionalized resident population living in the United States. The population inciudes
persons living in group quarters, such as dormitories, rooming houses, and religious group dwellings. Crew
members of merchant vesseis, Armed Forces personnel fiving in military barracks, and institutionatized persons, such
as correctional facility inmates and nursing home residents, were not eligible to be in the survey. Also, United Sta.es
citizens residing abroad were not eligible to be in the survey. Foreign visitors who work or attend school in this
country and their families were eligible; all others were not eligibie to be in the survey. With the exception noted
above, persons who were at least 15 years of age at the time of the interview were eligible to be in the survey.

Each of the 1986 and 1987 panels of the SIPP sample are located in 230 Primary Sampling Units (PSUs) each
consisting of a county or a group of contiguous counties. Within these PSUs. expected clusters of 2 living quarters
(LQs) were systematically selected from lists of addresses prepared for the 1980 decennial census to form the bulk of
the sample. To account for LQs built within each of the sample areas after the 1380 census, a sample was drawn ot
permits issued for construction of residential LQs up until shortly before the beginning of the panel. In jurisdictions
that do not issue building permits, small land areas were sampled and the LQs within were listed by field personnel
and then clusters of 4 LQs were subsampled. In addition, sampie LQs were selected from supplemental frames that
included LQs identified as missed in the 1980 census and persons residing in group quarters at the time of the
Census.

Approximately 16,300 living quarters were originally designated for the 1986 panel and approximately 16,700 for the
1987 panel. For Wave 1 of the 1986 panel, interviews were obtained from the occupants of about 11,500 of the
16.300 designated living quarters. For Wave 1 of the 1987 Panel about 11,700 interviews were obtained from the
16,700 designated living quarters. Most of the remaining 4800 living quarters in the 1986 panel and 5000 living
quarters in the 1987 panel were found to be vacant, demolished, converted to nonresidential use, or otherwise
ineligibie for the survey. However, approximately 900 of the 4800 living Quarters in the 1986 panef and 800 of the
5000 living quarters in the 1987 panel were not interviewed because the occupants refused to be interviewed, could
not be found at home, were temporarily absent, or were otherwise unavailable. Thus, accupants of about 93 percent
of all eligible living quarters participated in Wave 1 of the Survey for both the 1986 and 1987 panels.

For Waves 2-7, only original sample persons (those in Wave 1 sample households and interviewed in Wave 1) and
persons living with them were eligible to be interviewed. With certain restrictions, originai sampie persons were to be
followed if they moved to a new address. When original sample persons moved without leaving a forwarding
address or moved to extremely remote parts of the country and no telephone number was available, additional
noninterviews resuited.

Sample households within a given panel are divided into four subsamples of nearty equal size. These subsamples
are called rotation groups 1, 2, 3, or 4 and one rotation group Is interviewed each month. Each household in the
sample was scheduled to be interviewed at 4 month intarvals over a period of roughly 2% years beginning in
February 1986 for the 1986 panel and February 1987 for the 1987 panel. The reference period for the questions is the
4-month period preceding the interview month. In general, one cycle of four interviews covering the entire sample,
using the same questionnaire, is called a wave. The exception is Wave 3 for the 1986 panel which covers three
interviews.

The public use files include core and supplemental (topical module) data. Core questions are repeated at each
interview over the life of the panel. Topical modules include questions which are asked oniy in certain waves. The .
1986 and 1987 panel topical modules are given in tables 1 and 2, respectively.

Tables 3 and 4 indicate the reference months and interview months for the collection of data from each rotation
group for the 1986 and 1987 panels. For example, Wave 1 rotation group 2 of the 1986 panel was interviewed in
February 1986 and data for the reference months October 1985 through January 1986 were collected.
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Table 1 1986 Panel Topical Modules

Wave Topical Module

1 None
2 Welfare History
Recipiency History -

Empioyment History

Work Disability History
Education and Training History
Family Background

Marital History

Migration History

Fertility History

Household Relationships

3 Child Care Arrangements
Child Support Agreements
Support of Non-housahold Members
Health Status and Utilization of Health
Care Services
Long-term Care
Disability Status of Children
Job Offers

4 Assets and Liabilities
Retirement Expenditures anc Pension Plan
Coverage
Reai Estate Property and Vehicles

5 Taxes
Annual Income and Retirement Accounts
Educational Financing and Enroliment

6 Child Care Arrangements
Child Support Agreements
Support for Non-household Members
Work Related Expenses
Shelter Costs/Energy Usage
7 Assets and Liabilities
Pension Plan Coverage
Real Estate Property and Vehicies
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Table 2 1987 Panel Topical Moduies

Wave Topical Module
1 None
2 Welfare History
Recipiency History
Empioyment History
Work Disability

Education and Training History
Family Background

Marital History

Migration History

Fertility History

Household Relationships

3 Child Care Arrangements
Child Support Agreements
Support for Non-household Members
Work Related Expenses
Sheiter Costs

4 ‘ Assets and Liabilities
Real Estate Property and Vehicles

5 Taxes
Annual income
Educational Financing and Enroliment

6 Child Care Arrangements

Child Support Agreements

Support for Non-household Members

Heaith Status and Utilization of Heaith
Care Services

Long-term Care

Disability Status of Chiidren

Job Offers

7 Selected Financial Assets
Medical Expenses
. Work Disability
Real Estate. Shelter Costs, Dependent
Care and Vehicles
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Estimation.

The estimation procedure used to derive SIPP person weights involved severai stages of weight adjustments. in
the first wave, each person received a base weight equal to the inverse of his/her probability of selection. For
each subsequent interview, each person received a base weight that accounted for following movers. A
ncninterview adjustment factor was applied to the weight of every occupant of interviewed households to
account for households which were eligible for the sample but were not interviewed. (Individual nonresponse
within partially interviewed households was treated with imputation. No special adjustment was made for
noninterviews in group quarters.) A factor was applied to each interviewed person's weight to account for the
SIPP sample areas not having the same population distribution as the strata from which they were selected.

An additional stage of adjustment to persons’ weights was performed to reduce the mean square error of the
survey estimates by ratio adjusting SIPP sampie estimates toc monthly Current Poputation Survey (CPS)
estimates’ of the civilian (and some military) noninstitutional population of the United States by age. race,
Spanish origin, sex, type of householder (married, single with relatives, single without relatives), and relationship
to householder (spouse or other). The CPS estimates were themselves brought into agreement with estimates
from the 1980 decennial census which were adjusted to reflect births, deaths, immigration, emigration, and
changes in the Armed Forces since 1980. Also, an adjustment was made so that a husband and wife within the
same household were assigned equai weights.

Use of Weights.

Each household and each person within each househoid on each wave tape has five weights. Four of these
weights are reference month specific and therefore can be used only to form reference month estimates.
Reference month estimates can be averaged to form estimates of monthly averages over some period of time.
For example, using the proper weights, one can estimate the monthly average number of households in a
specitied income range over November and December 1986. To estimate monthiy averages of a given measure
(e.g., total, mean) over a number of consecutive months, sum the monthly estimates and divide by the number
of months.

The remaining weight is interview month specific. This weight can be used to form estimates that specifically
refer to the interview month (e.g., totai persons currently looking for work), as well as estimates referring to the
time period including the interview month and all previous months (e.g., total persons who have ever served in
the military).

To form an estimate for a particular month, use the reference month weight for the month of interest, summing
over all persons or households with the characteristic of interest whose reference period inciudes the month of
interest. Multiply the sum by a factor to account for the number of rotations contributing data for the month.
This factor equals four divided by the number of rotations contributing data for the month. For example,
February 1986 data is only available from rotations 1, 3, ar 4 for Wave 1 of the 1986 panel, so a factor of 4/3
must be applied. To form an estimate for an interview month, use the procedure discussed above using the
interview month weight provided on the file.

When estimates tor months without four rotations worth of data are constructed from a wave file, factors greater
than 1 must be applied. However, when core data from consecutive waves are used together, data from all four
rotations may be available, in which case the factors are equal to 1.

These tapes contain no weight for characteristics that involve a person’s or household's status over two or more
months (e.g., number of hauseholds with a 50 percent increase in income between November
and December 1986).

1. These special CPS estimates are slightly ditferent from the published monthly CPS estimates. The difterences arise trom forcing
counts of husbands to agree with counts of wives.
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Producing Estimates for Census Regions and States.
The total estimate for a region is the sum of the state estimates in that region.

Using this sample, estimates for individual states are subject to very high variance and are not recommended.
The state codes on the file are primarily of use for linking respondent characteristics with appropriate contextual
variabies (e.g., state-specific weifare criteria) and for tabulating data by user-defined groupings of states.

Producing Estimates for the Metropolitan Population.

For Washington, DC and 11 states. metropolitan or non-metropoiitan residence is identified (variable H*-
METRO). In 34 additional states, where the non-metropolitan population in the sampie was small enough tc
present a disclosure risk, a fraction of the metropoiitan sample was recoded to be indistinguishabie from non-
metropolitan cases (H*-METRO =2). In these states, therefore, the cases coded as metropolitan (H*-
METRO = 1) represent only a subsample of that population.

in producing state estimates for a metropolitan characteristic, multiply the individual. family, or househeld
weights by the metropolitan inflation tactor for that state, presented in tabie 8. (This inflation factor
compensates for the subsampling of the metropolitan population and is 1.0 tor the states with complete
identification of the metropolitan population.)

The same procedure applies when creating estimates for particular identified MSA's or CMSA's--apply the factor
appropriate to the state. For multi-state MSA's, use the factor appropriate to each state part. For example, to
tabulate data for the Washington, DC-MD-VA MSA, apply the Virginia factor of 1.0521 to weights for residents of
the Virginia part of the MSA; Maryland and DC residents require no modification to the weights (i.e., their factors
equal 1.0).

in producing regional or national estimates of the metropolitan population, it is also necessary to compensate
for the fact that no metropolitan subsampie is identified within two states {Mississippi and West Virginia) and one
state-group (North Dakota - South Dakota - lowa). Thus, factors in the right-hand column of table 8 should be
used for regional and national estimates. The results of regional and national tabulations of the metropolitan
population will be biased slightly. However, less than one-half of one percent of the metropolitan population is
not represented.

Producing Estimates for the Non-Metropolitan Popuiation. '

State, regional, and national estimates of the non-metropoiitan population cannot be computad directly, except
for Washington, DC and the 11 states where the factor for state tabulations in table 8 is 1.0. In all other states,
the cases identified as not in the metropolitan subsample (METRO =2) are a mixdure of non-metropoiitan and
metropolitan households. Only an indirect method of estimation is available: first compute an estimate for the
total population, then subtract the estimate for the metropolitan population. The results of these tabulations will
be slightly biased.

ACCURACY OF THE ESTIMATES

SIPP estimates obtained from public use files are based on a sample; they may differ somewhat from the figures
that would have been obtained if a complete census had been taken using the same questionnaire, instructions,
and enumerators. There are two types of errors possible in an estimate based on a sample survey:
nonsampling and sampling. The magnitude of SIPP sampling error can be estimated, but this is not true of
nonsampiing error. Found betow are descriptions of sources of SIPP nonsampling error, foliowed by a
discussion of sampling error, its estimation, and its use in data analysis.
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Nonsampling Variability.

Nonsampling errors can be attributed to many sources, €.g., inability to obtain information about all cases in the sample.
definitional difficulties, differences in the interpretation of questions. inability or unwillingness on the part of the
respondents to provide correct information, inability to recall information, errors made in coliection such as in recording
or coding the data, errors made in processing the data, errors made in estimating values for missing data. biases
resulting from the differing recall periods caused by the rotation pattern used and failure to represent all units within the
universe (undercoverage). Quality control and edit procedures were used to reduce errors made by respondents.
coders and interviewers.

Undercoverage in SIPP results from missed living quarters and missed persons within sample households. It is known
that undercoverage varies with age, race, and sex. Generally, undercoverage is larger for males than for females and
targer tor blacks than for nonblacks. Ratio estimation to independent age-race-sex population controis partially correcis
for the bias due to survey undercoverage. However, biases exist in the estimates to the extent that persons in missed
households or missed persons in interviewed households have different characteristics than the interviewed persons in
the same age-race-Spanish origin-sex group. Further, the independent population controls used have not been
adjusted for undercoverage.

The following tables summarize information on household nonresnonse for the interview montns for Wave 1 of the 1086
and 1987 panels, respectively.

Tabie 5. 1986 Panel: Sample Size, by Month and interview Status

Household Units Eligible

Nonresponse
Month Total Interviewed Noninterviewed Rate (%)
Feb. 1986 3200 3000 300 8
Mar. 1586 3100 2900 200 9
Apr. 1986 3100 2800 200 7
May 1986 3000 2800 200 7
12,400 11,500 900

* Due to rounding of all numbers at 100, there are some inconsistencies. The percentage was calculated using
unrounded numbers.

Table 6. 1987 Panel: Sample Size, by Month and Interview Status

Housshoid Units Eligible

Nonresponse
Month Totai Interviewed  Noninterviewed Rate (%)
Feb. 1987 3100 2900 200 7
Mar. 1987 3200 2900 200 7
Apr. 1987 3000 2900 200 6
May 1987 3200 3000 200 8

12.500 11,700 800

* Due to rounding of all numbers at 100, there are some inconsistencies. The percentage was calcuiated using
unrounded numbers.
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Sample loss at Wave 1 of the 1986 and 1987 Panels was about 7% and increased 10 roughly 19% at the end of
Wave 5 of the 1986 Panel and to roughly 18% at the end of Wave 5 for the 1887 Panel. Further noninterviews
increased the sample loss about 1% for each of the remaining waves.

Some respondents do not respond to some cof the questions. Thersfore, the overall nonresponse rate for some
ftems such as income and other money related items is higher than the nonresponse rates in the abaove tables.

The Bureau uses complex techniques to adjust the weights for nonresponse. but the success of these
techniques in avoiding bias is unknown.

Unique to the 1986 Panel, maximum telephone interviewing was tested in Waves 2,3, and 4. Specifically, half of
the sample in rotations 4 and 1 of Wave 2, rotations 2 and 3 of Wave 3 and rotations 2,3, and 4 of Wave 4 were
designated for teiephone interviews. Analysis has not yet been completed so the affect on data quality is not yet
known. Hence, caution should be used when interpreting analytical results, especially for Waves 2 through 4 of
the 1886 panel. Again, this test was conducted in the 1986 panel only and will have no bearing on the 1987
Panei data.

Comparability With Other Statistics.

Caution should be exercised when comparing data from these fiies with data from other SIPP products or with
data from other surveys. The comparability probiems are caused by sources such as the seasonal patterns for
many characteristics, defintional differences, and different nonsampling errors.

Sampling Variability.

Standard errors indicate the magnitude of the sampling variability. They also partially measure the effect of
some nonsampling efrors in response and enumeration, but do not measure any systematic biases in the data.
The standard errors for the maost part measure the variations that occurred by chance because a sampie rather
than the entire population was surveyed.

Confidence Intervals.

The sampie estimate and its standard error enable one to construct confidence intervals, ranges that would
include the average result of all possible sampies with a known probability. For example, if all possible sampies
were selected, each of these being surveyed under essentially the same conditions and using the same sample
design, and if an estimate and its standard error were caiculated from each sample, then:

1. Approximately 68 percent of the intervals from one standard error below the estimate to one standard
error above the estimate would include the average result of all possible samples.

2. Approximately 90 percent of the intervais from 1.6 standard efrors below the estimate to 1.6 standard
errors above the estimate would include the average resut of all possible samples.

3. Approximately 95 percent of the intervals from two standard errors below the estimate to two standard
errors above the estimate would inctude the average resuit of all possible samples.

The average estimate derived from all possible samples is or is not contained in any particular computed
interval. However, for a particular sample, one can say with a specified confidence that the average estimate
derived from all possible samples is included in the confidence interval.

Hypothesis Testing.
Standard errors may also be used for hypothesis testing, a procedure for distinguishing between population

parameters using sampie estimates. The most common types of hypotheses tested are 1) the poputation
parameters are identical versus 2) they are different. - Tests may be performed at various levels of significance,
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where a level of significance is the probability of concluding that the parameters are different when, in fact. they
are identical.

To perform the most common hypothesis test, compute the difference X A" Xa' where X A and xB are sample
astimates of the parameters of interest. A later section explains how to derive an estimate of the standard error
ot the difference X, - XB. Let that standard error be sy, If X, - X is between -1.6 times sy - and +1.6 times
Sprpe NO coOnclusion about the parameters is justified at the 10 percent significance ievel. i on the other hand.
X, - Xg is smaller than -1.6 times Spyer OF 1arger than + 1.6 times s, . the observed difference is significant at
the 10 percent level. In this event, it is commonly accepted practice to say that the parameters are different. Of
course, sometimes this conclusion will be wrong. When the parameters are, in fact, the same, there is a 10
percent chance of concluding that they are different.

Note when using small estimates.

Bacause of the large standard errors involved, there is little chance that summary measures would reveal useful
information when computed on a smaller base than 200,000. Also, care must be taken in the interpretation of
small differences. For instance, in case of a borderline difference, even a small amount of nonsampling error
can lead to a wrong decision about the hypotheses. thus distorting a seemingly valid hypaothesis tes:.

Standard Error Parameters and Tables and Their Use.

Most SIPP estimates have greater standard errors than those obtained through a simpie random sample
because clusters of living quarters are sampled. To derive standard errors that would be applicable to a wide
variety of estimates and could be prepared at a modarate cost. a number of approximations were required.
Estimates with similar standard error behavior were grouped together and two parameters (denoted “a” and
“b") were developed to approximate the standard error behavior of each group of estimates. These “a” and
“b" parameters are used in estimating standard errors and vary by type of estimate and by subgroup to which
the estimate applies. Tabie 9 provides base “a” and “b" parameters 10 be used for estimates in this file.

The factors provided in table 10 when multipiied by the base parameters for a given subgroup and type of
estimate give the “a” and "b"” parameters for that subgroup and estimate type for the specified reference period.
For example, the base “a" and “b" parameters for total income of households are -0.0001168 and 10,623,
respectively.

For Wave 1 the factor for October 1985 is 4 since only 1 rotation of data is available. So, the “a” and “b”
parameters for total household income in October 1985 based on Wave 1 are -0.0004672 and 42.492,
respectively. Also for Wave 1, the factor for the first quanter of 1986 is 1.2222 since 9 rotation months of data are
available (rotations 1 and 4 provide 3 rotations months gach, while rotations 2 and 3 provide 1 and 2 rotation
months, respectively). So, the “a” and "b" parameters for total househdd income in the first quarter of 1986
are -o 0001428 and 12,983, respectively for Wave 1.

The “a” and “b” parameters may be used to calculate the standard error for estimated numbers and
percentages. Because the actual standard error behavior was not identical for all estirnates within a group, the
standard errors computed from these parameters provide an indication of the order of magnitude of the
standard error for any specific estimate. Methods for using these parameters for computation of approximate
standard errors are given in the following sections.

For those users who wish further simpiification, we have aiso provided general standard errors in tabies 11
through 14 for making estimates with the use of data from all four rotations. Note that these standard errors
must be adjusted by a factor from table 9. The standard errors resuiting from this simpiified approach are less
accurate. Methods for using these parameters and tables for computation of standard errors are given in the
following sections.
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Standard errors of estimated numbers.

The approximate standard error, Sy Of an estimated number of persons, households, families, unrelated
individuais and so forth, can be obtained in two ways. Both apply when data from ail four rotations are used to
make the estimate. However, only the second method should be used when less than four rotations of data are
available for the estimate. Note that neither method shouid be applied to dollar vaiues.

it may be obtained by the use of the formula

sy = fs (1)

where f Is the appropriate “f" factor from table 9. and s is the standard error on the estimate obtained by

interpolation from table 11 or 12. Alternatively, s, May be approximated by the formula
b4

s, =Vvax® + bx (2)
from which the standard errors in tables 11 and 12 were calculated. Here x is the size of the estimate and "a”
and “b" are the parameters associated with the particular type of characteristic being estimated. Use of formula
2 will provide more accurate results than the use of formula 7.
Hiustration.
Suppose SIPP estimates for Wave 1 of the 1986 panel show that there were 472,000 households with monthiy
househoid income above $6,000. The appropriate parameters and factor from table 9 and the appropriate
generaf standard error from table 11 are

a = -0.000l168 b = 10,623 f = 1.0 s = 71,000

Using formula 1, the approximate standard error is

Sy = 71,000

Using formula 2, the approximate standard error is

*vf(-0.0001168) (472,000)2 + (10,623) (472,000) == 70,600

Using the standard error based on formula 2, the approximate 90-percernt confidence intarval as shown by the
data is from 359,000 to 585,000. Therefore, a conciusion that the average estimate derived from all possible
sampies lies within a range computed in this way would be correct for roughly 90% of all sampies.

Standard Error of s Mean -—

A mean is defined here to be the average quantity of some iterm (other than persons, families, or households)
per person, family, or household. For exampie, it could be the average monthly household income of femaies
age 25 to 34. The standard error of a mean can be approximated by formula 3 below. Because of the
approximations used in developing formula 3. an estimate of the standard error of the mean obtained from this
formuia will generally underestimate the true standard error. The formula used to estimate the standard error of
ameanXis

b
sz ol - )2 (3)
f NYys .

where y is the size of the base, s is the estimated population variance of the item and b is the parameter
associated with the particular type of itemn.
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The population variance s° may be estimated by one of two methods. In both methods we assume x. is the
value of the item tor person i. To use the first method, the range of values for the item is divided into ¢ intervals.
The upper and lower boundaries of interval j are Zj_1 and Z} respectively. Each person is placed into one of ¢
groups such that Z’.1 <X < 2.

= 1

The estimated population variance, s2, is given by the formuia:
2 . ¥ 2 . 32
¢ = ) p 5 om© - Xt (4)

where P is the estimated proportion of persons in group . and m. = (2],_1 - ZJ.) /2. The most representative
value of the item in group | is assumed to be m.. If group c is open-ended, i.e., no upper interval boundary
exists, then an approximate value for m R is

3
m. = - 12

C 5 c-1

The mean, X, can be obtained using the following formula:
N c
X = ) pams.

in the second method, the estimated population variance is grven by

n

1231 Wy xiz
¢ - -x¢ (5)

n
DT
5]

v}

where there are n persons with the item of interest and w; is the final weight for person i. The mean, X, can be
cbtained from the formula

n
2 WiX;
i=l

X = —————

L
L™
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lllustration

Suppose that based on Wave 1 data, the distribution of monthly cash income for persons age 25 to 34 during
the month of January 1986 is given in table 7.

Table 7 Distribution of Monthiy Cash income Among Persons 25 to 34 Years Old

Under $300 $600 $900C $1,200 $1,500 $2,000 $2,500 $3,000 $3,500 $4,000 $5,000 $6,00C
Total $300 to to to to to to to to to to to and
$599 3899 $71,199 $1,499 $71,999 $2,499 $2,999 $3,499 $3,999 $4,999 $5,995  over

Thousands in 39,851 1371 1651 2259 2734 3452 6278 5799 4730 3723 2519 2619 1223 1493
intervel

Percent with s+ -- 100.0 96.4 92.4 84.7 79.9¢ 71,2 585,85 40.9 29.1 19.7 13.4 4.8 3.7
least as much

as lower bound

of interval

Using formula 4 and the mean monthly cash income of $2.530 the approximate population variance. s2 is

1,371 1,651
@ o 2lll A 150)2 _-----_-\ (450)2 +..... +
\39,851 / 39,851
1,493 )
ol . (9,000)2 - (2,530)2 = 3,159,887.
\39,851/

Using formula 3, the appropriate base “b"” parameter and factor from table 8. the estimated standard efror of a
mean x is

8,596
s = <----—---) (3,159,887) = $26
J \39,851,000 —
N /

Standard error of an aggregate.

An aggregate is defined to be the total quantity of an item summed over all the units in a group. The
standard error of an aggregate can be approximated using formuia 6.

As with the estimate of the standard error of a mean, the estimate of the standard error of an aggregate will
generally underestimate the true standard error. Let y be the size of the base, s* be the estimated population
variance of the item obtained using formula (4) or (5) and b be the parameter associated with the pamcular type
of tem. The standard error of an aggregate is:

sy =/(b) (y)s (8)
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Standard Errors of Estimated Percentages.

The reliability of an estimated percentage, computed using sample data for both numerator and denominator.
depends upon both the size of the percentage and the size of the total upon which the percentage is based.
Estimated percentages are reiatively more reiiable than the corresponding estimates of the numerators of the
percentages, particularly if the percentages are 50 percent or more, e.g., the percent of people empioyed is
more reliable than the estimated number of people employed. When the numerator and denominator of the
percentage have different parameters, use the parameter (and appropriate factor) of the numerator.
proportions are presented instead of percentages, note that the standard error of a proportion is equal to the

standard error of the corresponding percentage divided by 100.

There are two types of percemages commonly estimated. The first is the percentage of persons. families or
households sharing a particular characteristic such as the percent of persons owning their own home. The
second type is the percentage of money or some similar concept held by a particuiar group of persons or heid
in a particular form. Exampies are the percent of total wealth held by persons with high income and the percent
of total income received by persons on weifare.

For the percentage of persons, families, or households. the approximate standarg error, Sixo). of the estimated
percentage p can be obtained by the formula

S(x,p) = s (7)
when data from all four rotations are used to estimate p.

In this formula. f is the appropriate “f” factor from table 9 and s is the standard error of the estimate from table
13 or 14. Alternatively, it may be approximated by the formula

b
S(x,p) = V/- (p) (100-p) (8)

X

from which the standard errors in tables 13 and 14 were calculated. Here x is the size of the subclass of social
units which is the base of the percentage, p is the percentage (0<p<100), and b is the parameter associated
with the characteristic in the numerator. Use of this formula will give more accurate resuits than use of formula 7
above and should be used when data from less than four rotations are used to estimate p.

For percentages of money, a more complicated formuia is required. A percentage of money will usuaily be
estimated in one of two ways. It may be the ratio of two aggregates:

pI = 100 (XA / XN)

or It may be the ratio of two means with an adjustment for different bases:

pI = 100 (PA -iA / XN)

—- - ) A .
where x, and x,; are aggregate money figures, x, and x,, are mean money figures, and p 4 is the estimated
number in group A divided by the estimated number in group N. In either case, we estimate the standard error
as

F'a_ 2 2 2 2

,-/DAXA S /SA /S .
r/ p \ + \\ +(/i\\\-1 , (9)

SI B | — I'( A~ ) ' '_\, i
I/ VAN VAR W
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where s is the standard error of p A Sa I the standard error of YA and sg is the standard error of IN. To
calculate S use formula 8. The standard errors of X, and X, may be calcutated using formula 3.

It should be noted that there is frequently some correlation between {3 A,?EN. and 'iA. It these correlations are
posttive, then formula 9 will tend to overestimate the true standard error. If they are negative, underestimates
will tend to resuit.

lllustration.

Suppose that, in the month of January 1886, 6.7 percent of the 16,812,000 persons in nonfarm households with
a mean monthly househoid cash income of $4,000 to $4,999. were black. Using formuia 8 and the "b"
parameter of 11,565 and a factor of 1 tor the montr of January 1986 from tabie 9. the approximate standard
error is

IR EEE PR (6.7) (100-8.7) == 0.86 percent
Y (16,812,000)

Conseguentiy, the 90 percent confiaence intervai as snown by trnese data is from 5.6 to 7.8 percent.
Standard Error of 8 Difference.

The standard error of a difference between two sample estimates is approximately equal to

12 2
S(x-y) = YSx * Sy (10)

where s, and s, are the standard errors of the estimates x and .

The estimates can be numbers, percents, ratios, etc. The above formula assumes that the correlation
coefficient, r, between the characteristics estimated by x and y is zero. If ris really positive (negative), then this
assumption will tend to cause cverestimates (underestimates) of the true standard error.

lustration.

Suppose that SIPP estimates show the number of persons age 35-44 years with monthly cash income cf $4.000
to $4,999 was 3,186,000 in the month cf January 1986 and the number of persons age 25-34 years with monthly
cash income of $4,000 to $4.999 in the same time period was 2,619,000. Then, using parameters and factors
from table 9 and formula 2, the standard errors of these numbers are approximately 164,000 and 149,000,
respectively. The difference in sample estimates is 567,000 and, using formula 10, the approximate standard
error of the difference is

\/(164,000) 2 4 (149,000) 2 = 222,000

Suppaose that it is desired to test at the 10 percent significance level whather the number of persons with
monthly cash income of $4,000 to $4,999 was different for persons age 35-44 years than for persons age 25-34 -
years. To perform the test, compare the difference of 567,000 to the product 1.6 x 222,000 = 355,200. Since
the difference is greater than 1.6 times the standard error of the difference, the data show that the two age
groups are significantly different at the 10 percent significance level.

Standard Error of a Median.

The median guantity of some item such as income for a given group of persons, families. or households Is that
quantity such that at least haif the group have as much or more and at ieast half the group have as much or
less. The sampling variability of an estimated median depends upon the form of the distribution of the item as
well as the size of the group. To calculate standard errors on medians, the procedure described below may be
used.
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An approximate method tor measuring the reliability of an estimated median is to determine a confidence
interval about it. (See the section on sampling variability tor a general discussion of contidence intervals.) The

tollowing procedure may be used to estimate the 68-percent confidence limits and hence the standard error of a
median based on sample data.

1. Determine, using either formula 7 or formuia 8, the standard error of an estimate of 50 percent of the
group;

2. Addto and subtract from 50 percent the standard error determined in step 1;

3. Using the distribution of the ftem within the group, calculate the quantity of the item such that the
percent of the group owning more is equal to the smalier percentage found in step 2. This quantity will
be the upper limit for the 68-percent confidence interval. In a similar fashion, caiculate the quantity of
the item such that the percent of the group owning more is equal to the larger percentage found in step
2. This quantity will be the lower limit for the 68-percent confidence interval;

4. Divide the difference between the two quantities determined in step 3 by two to abtain the standard error
of the media~

To perform step 3. it will be necessary to interpolate. Different methods of interpolation may be used. The most
commaon are simple linear interpolation and Pareto interpolation. The appropriatenessof the method depends
cn the form of the distribution around the median. |f density is declining in the area, then we recommend Pareto
interpolation. If density is tairty constant in the area, then we recommend linear interpolation. Note, however,
that Pareto interpolation can never be used if the interval contains zero or negative measures of the item of
interest. Interpolation is used as follows. The quantity of the item such that “p" percent own more is

r / : :
XpN = expiitni -- J/tn | -- 1 Ln -- 1 A (11)
M VARV
if Pareto Interpolation is indicated and
T PN-N; 1
XpN = e (AZ'AI) + Al' (12)
MNe-M

if linear interpolation is indicated, where N is the size of the group,

A;and A, are the lower and upper bounds, respectively, of the interval in which xpN falls,

N; and N, are the estimated number of group members owning more than A, and Ay,
respectivety, )

exp refars to the exponential function and

Ln refers to the natural logarithm function.
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lilustration.

To illustrate the calculations for the sampling error on a median, we retur to the same table 7. The median
monthly income for this group is $2,158. The size of the group is 39,851,000.

1. Using the formula 8, the standard error of 50 percent on a base of 39,851,000 is about 0.7 percentage
points.

2. Following step 2, the two percentages of interest are 43.3 and 50.7.

3. By examining table 7, we see that the percentage 49.3 falls in the income interval from 2000 to 2499.
(Since 55.5% receive more than $2.000 per month, the dollar value corresponding to 49.3 must be
between $2,000 and $2,500). Thus, A, = $2,000, A, = $2,500, N, = 22,106,000, and N, = 16,307.00Z.

In this case, we decided to use Pareto interpolation. Therefore, the upper bond of a 68% confidence interval for
the median is

§2,000 eXp | L cmmommmmemmome L ‘ A Ln -2oo- ' L5218
Lo 22,106,000 \22,106,000. 12,0001

Also by examining table 7, we see that 50.7 falls in the same income interval. Thus, A, A, N, and N, are the
same. We aiso decided to use Pareto interpolation for this case. So the lower bound ofa 68%
confidence interval for the median is

i f(.507) (39,851,000), / 16,307, oo\\ /2, soow
$2,000 exp |iLn AT anay ) T ¥ -----)' =52136
L 2 os000 ) 22,108, 000, \2, 000,

Thus, the 68-percent confidence interval on the estimated median is from $2136 to $2181. An approximate
standard efror is

s2181 - §2136
2

$23

Standard Errors of Ratios of Means and Medians.

The standard error for a ratio of means or medians is approximated by:

3 ; X 2 r Sy \2 ,'sx—--ﬂ (13)
X = ( - K - + | - ,
y Y Y X- J
where x and y are the means, and s, and s_are their associated standard errors. Formula 13 assumes that the
means are not correlated. If the correlation between the population means estimated by x and y are actuaily

positive (negative), then this procedure will tend to produce overestimates (underestimates) of the true standard
rror for the ratio of means.
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Table 8. Metropolitan Subsample Factors to be Applied to Compute Nationai and Subnational Estimates

Factors for Factors for
use in State use in Regiona!
or CMSA (MSA) or National
Tabulations Tabuiations
Norneast: Connecucyut 1.0387 1.0387
Maine 1.2219 1.2218
Massachusaetts 1.0000 1.0000
New Hampshire 1.2234 1.2234
New Jersay 1.0000 1.0000
New York 1.0000 1.0000
Pennsytvania 1.008€ 1.009€
Rnoge Island 1.2506 1.2508
Vermont 1.2219 1.2219
Midwest: IHinois 1.0000 1.0110
Indiana 1.0335 1.0450
lowa - -
Kansas 1.2994 13137
Micnigan 1.8328 10842
Minnescta 1.0368 1.0480
Missour, 1.0755 1.0874
Nebraska 1.6173 1.6351
North Dakota - -
Ohio 1.0233 1.0346
South Dakota - -
Wisconsin 1.0183 1.0300
South: Alabama 1.1574 . 1.1585
Arkansas 1.81580 16178
Delaware 1.8593 1.5621
D.C. 1.0000 1.0018
Florida 1.0140 1.0158
Georgia 1.0142 1.016C
Kentucky 1.2120 1.2142
Louisiana 1.0734 1.0753
Marytand 1.0000 1.0018
Mississippi - -
North Carolina 1.0000 1.0018
OCkiahoma 1.0783 1.0812
South Carolina 1.0188 1.0203
Tennessee 1.0517 1.0536
Texas 1.0113 1.0131
Virginia 1.0521 1.0540
West Virginia - -
West: Alaska 1.4339 1.4339
Arizona 1.0117 1.0117
California 1.0000 1.0000
Colorado 1.1306 1.1308
Hawaii 1.0000 1.0000
idaho 1.4339 1.4339
Montana 1.4339 1.4339
Nevada 1.0000 1.0000
New Mexico 1.0000 1.0000
Oregon 1.1317 1.1317
Utah 1.0000 1.0000
Washington 1.0456 1.0456
Wyorming 1.4339 1.4339

- indicates no metropolitan subsample is identifiad for the state
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Table 9. SIPP Indirect Generailized Variance Parameters for the 1986+ Panels

CHARACTERISTICS'

PERSONS

Total or White

16+ Program Participation
and Benefits, Poverty (3)

Both Sexes
Male
Female

16+ Income and Labor Force (5)

Both Sexes
Male
Female

16+ Pension Plan® (4)

Both Sexes
Maie
Female

All Others? (6)
Both Sexes
Male
Female

Black

Poverty (1)
Both Sexes
Male
Female

All Others (2)
Both Sexes
Mate
Female

HOUSEHOLDS
Total or White
Black

2

-0.0001481
-0.0003115
-0.0002820

-0.0000504
0.00C10€E3
-0.0000961

-0.0000923
-0.0001947
-0.0001760

-0.000135€
-0.0002804
-0.0002628

-0.0007740
-0.0016520
-0.0014560

-0.0004192
-0.0008007
-0.0007838

-0.0001168
-0.0007318

5

25.213
25.213
25,213

8.586
8.596
8,586

15.742
15,742
18.742

31.260
31.260
31.26C

21,506
21,506
21,506

11,565
11.565
11,565

-10,6231
7,340

i

52

A

1.00

.83

.61

.00
.83

1. To account for sampie attrition, muitiply the a and b parameters by 1.09 for estimates which include data from Wave 5 and beyona.

For cross-tabulations, use the parameters of the characteristic with the smalier number within the parentheses.

2. Usethe "16+ Pension Plan’ parameters for pension plan tabulations of persons 16+ in the labor force. Use the "All Others'' parameters tor -
retrement tabulations, 0+ program participation, O+ penetfits, 0+ income, and 0+ abor force tabuiations, 1n aadition 1o any other types ct

tabuiations not specificany cavered by anotner cnaracteristic in this tabte.
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Table 10. Factors to be Applied to Base Parameters to Obtain Parameters for Various Reference Periods

# of available
rotation months’ factor

Monthly estimate

1 4.00CC
2 2.0C00
3 1.3333
4 1.0000
Quarterly estimate
6 1.8519
8 1.4074
8 1.2222
10 1.0494
i1 1.0370
12 1.0000

1. The number of avaiiable rotatron months for a given estimate is the sum of the number of rotations available for sach month of the estimate

Table 11. Standard Errors of Estimated Numbers of Households, Families or Unrelated Persons
(Numbers in Thousands)

Standard Standard

Size of Estimate Error’ Size of Estimate Error’
200 46 15.000 . 365
300 56 25,000 439
500 73 30.000 462
750 89 40,000 488
1,000 102 50,000 489
2..000 144 60.000 466
3,000 176 70.000 414
5,000 224 80.000 320
7,500 270 90,000 100

10,000 307

1. To account for sampie attrition, multiply the standard error of the estimate by 1.04 for estimates which includs data from Wave 5 and beyong.
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Table 12. Standard Errors of Estimated Numbers of Persons
{Numbers in Thousands)

Standard Standard
Size of Estimate Error Size of Estimate Error
200 79 50,000 1,106
300 97 80,000 1,278
600 137 100,000 1,330
1,000 176 130,000 1,331
2,000 249 135,000 1,322
5,000 391 150,000 1,280
8,000 491 160,000 1,237
11,000 572 180,000 1,111
13,000 619 200,000 g10
15,000 . 662 210,000 765
17,000 702 220,000 560
22,000 789
26,000 849
30,000 903

1. To account for sample attrition, muitiply the standard error of the estimate by 1.04 for estimates which include data from Wave § and
beyond.
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Table 13 Standard Errors of Estimated Percentages of Households Families or Unrelated Persons

Base of Estimated Estimated Percentage’
Percentage

{Thousands) < tor> 99 20r88 50r95 10 or 90 250r75 50
200 2.3 3.2 50 6.9 10.0 1.8

300 1.9 2.6 4.1 5.6 8.1 9.4

500 1.5 2.0 3.2 4.4 6.3 7.3

750 1.2 1.7 2.6 3.6 5.2 6.0
1.000 1.0 1.4 2.2 3.1 45 5.2
2,000 0.7 1.0 1.6 2.2 3.2 3.6
22t ce oR< z 1.8 2.C 3.2
5,000 0.3 0.6 1.0 1.4 2.0 2.3
7,500 04 0.5 0.8 1.1 1.6 1.9
10.00C 0.3 0.46 0.7 1.0 1.4 1.6
15,000 0.26 0.37 0.6 0.8 1.2 1.3
25,000 0.21 0.29 . 04 0.6 0.9 1.0
30,000 0.19 0.26 0.41 0.56 0.8 0.9
40,000 Q.16 0.23 0.36 0.48 0.7 0.8
50,000 0.15 0.20 0.32 0.44 0.6 0.7
60,000 0.13 0.19 0.29 0.40 0.58 0.66
80,000 0.11 0.16 0.25 0.35 0.50 0.58
90,000 a.11 0.15 0.24 0.33 0.47 0.54

1. To account for sampie attrition. multiply the stanctard emor of the estimate by 1.04 for estimates which include data from Wave 5 and
beyond.
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Table 14 Standard Errors of Estimated Percentages of Persons

Base of Estimated Estimated Percentage’
Percentage
(Thousands) < 1or>93 20r98 S5or9s 10 0or 90 250175 50
200 39 535 8.6 1.9 171 12.8
300 3.2 4.5 7.0 a7 140 1.1
600 2.3 3.2 5.0 6.8 10.0 11.4
1,000 1.8 25 3.9 5.3 7.7 8.8
2,000 1.2 1.8 27 3.8 54 6.3
5,000 0.8 1.1 1.7 2.4 3.4 4.0
8.00C .6 0.9 14 1.9 2.7 O
11.030 053 0.73 1.2 16 2.3 27
13.000 0.49 0.69 1.1 1.5 2.1 25
17.000 0.43 0.60 0.9 1.3 1.8 2.1
22,000 0.38 0.53 0.8 1.1 1.6 1.9
26,000 033 0.48 0.76 1.0 1.5 1.7
30,000 0.32 0.45 0.70 0.97 1.4 1.6
50,000 0.25 0.35 0.54 0.75 1.1 1.3
80,000 0.20 0.28 0.43 0.60 0.9 1.0
100,000 0.18 0.25 0.3¢9 0.53 0.8 0.8
130,000 0.15 0.22 0.34 0.47 0.67 0.77
220,000 0.12 0.17 026 0.36 0.52 0.60

1. To account for sampie attrition, muitiply the standard error of the sstimate by 1.04 for estimates which inciuds data from Wave 5 and
beyond.
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